
1

Uzzal Sharma, Parma Nand, Jyotir Moy Chatterjee, Vishal Jain, Noor Zaman Jhanjhi and R. Sujatha (eds.)
Cyber-Physical Systems: Foundations and Techniques, (1–18) © 2022 Scrivener Publishing LLC

1

A Systematic Literature Review 
on Cyber Security Threats of 
Industrial Internet of Things

Ravi Gedam* and Surendra Rahamatkar†

Amity University Chhattisgarh, Raipur, India

Abstract
In recent years, the Industrial Internet of Things (IIoT) has become one of the pop-
ular technology among Internet users for transportation, business, education, and 
communication development. With the rapid adoption of IoT technology, indi-
viduals and organizations easily communicate with each other without great effort 
from the remote location. Although, IoT technology often confronts unautho-
rized access to sensitive data, personal safety risks, and different types of attacks. 
Hence, it is essential to model the IoT technology with proper security measures 
to cope up with the rapid increase of IoT-enabled devices in the real-time market. 
In particular, predicting security threats is significant in the Industrial IoT appli-
cations due to the huge impact on production, financial loss, or injuries. Also, the 
heterogeneity of the IoT environment necessitates the inherent analysis to detect 
or prevent the attacks over the voluminous IoT-generated data. Even though the 
IoT network employs machine learning and deep learning-based security mech-
anisms, the resource constraints create a set-back in the security provisioning 
especially, in maintaining the trade-off between the IoT devices’ capability and 
the security level. Hence, in-depth analysis of the IoT data along with the time 
efficiency is crucial to proactively predict the cyber-threats. Despite this, relearn-
ing the new environment from the scratch leads to the time-consuming process 
in the large-scale IoT environment when there are minor changes in the learning 
environment while applying the static machine learning or deep learning models. 
To cope up with this constraint, incrementally updating the learning environment 
is essential after learning the partially changed environment with the knowledge 
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of previously learned data. Hence, to provide security to the resource-constrained 
IoT environment, selecting the potential input data for the incremental learning 
model and fine-tuning the parameters of the deep learning model for the input 
data is vital, which assists towards the proactive prediction of the security threats 
by the time-efficient learning of the dynamically arriving input data.

Keywords: Industrial IoT, smart manufacturing, industry 4.0, interoperability, 
deep learning, incremental learning

1.1 Introduction

In recent years, Industrial Internet of Things (IIoT) technology [1] has 
gained significant attention among the internet users in the real-world 
with the increased advantage of the ubiquitous connectivity and interac-
tion between the physical and cyber worlds. With the enormously inter-
connected IoT devices, IIoT devices have been used in various applications 
such as smart homes, smart cars, smart healthcare, smart agriculture, and 
smart retail. The exponential rise of IoT technology often confronts secu-
rity and privacy concerns [2]. Nowadays, cyber-attacks such as ransom-
ware and malware have increasingly targeted IoT applications to impact 
the distributed network. Even though the existing security measures are 
adopted in the IoT environment, IIoT applications are still vulnerable to 
different attacks due to the massive attack surface [3, 4]. Hence, it is essen-
tial to design the defense mechanisms to detect and predict the attacks 
in the IIoT platform. Applying the traditional security models or mecha-
nisms is inadequate for the IIoT environment due to the intrinsic resource 
and computational constraints. Intrusion detection models dynamically 
monitor abnormal behaviors or patterns in the system to detect malicious 
activity. The existing intrusion detection researches have mainly focused 
on rule-based detection techniques, which lack to support the detection 
of anomalies in the emerging IIoT platform [5]. To detect anomalies with-
out false alarms, artificial intelligence methods have been widely used by 
security researchers. For the most part, in order to deal with the massive 
amount of data generated by IoT devices, machine learning and deep 
learning algorithms have been used to perform automated data analysis as 
well as to provide meaningful interpretations [6, 7]. Several research works 
have employed machine learning and deep learning techniques to detect 
malicious activity in the IIoT environment. Despite the combination of 
intrusion detection and artificial intelligence-based research, it still con-
fronts the precise detection of anomalies in IIoT networks.  
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Owing to the dynamic arrival of the new malware classes and 
instances in the IIoT platform, traditional machine learning, and deep 
 learning-based security models deal with the catastrophic forgetting prob-
lems. Catastrophic forgetting is the ignorance of the knowledge about pre-
vious significant classes while performing the classification for the new 
classes. The security experts have widely utilized incremental learning 
models [8, 9]. The incremental learning model continuously learns the 
new data with the knowledge of the previous learning results. It plays a 
significant role in improving the detection or prediction performance in 
developing the security models for the detection of known and unknown 
attacks. The incremental learning model often confronts the stability- 
plasticity problem: previous data retaining and new data preserving [10]. 
Hence, harvesting useful insights from the enormous amount of data are 
crucial to improve the learning performance. In essence, preprocessing the 
continuously arriving data streams to augment the training data is crucial 
for the incremental learning model. Thus, this work focuses on modeling 
the security mechanism for the IIoT application with the contextual pre-
processing and the enhanced deep incremental learning model. With the 
target of improving the detection performance, it employs the incremental 
feature selection with optimization for the contextual preprocessing and 
fine-tunes the learning parameters for the proactive prediction of the mali-
cious activities in the IIoT environment. 

1.2 Background of Industrial Internet of Things 

The Fourth Industrial Revolution (4.0) paradigm can be thought of as 
a road map that takes us through the four industrial revolutions in the 
development of manual-to-market industrial production processes. Figure 
1.1 illustrates the process of creation. With the beginning of the First 
Industrial Revolution in the 1800s came the development of mechaniza-
tion and electric power generation [11]. When mechanical and mechanical 
power were introduced in the 1800s, the very first Industrial Revolution 
was launched (Figure 1.2). This resulted in the transition away from phys-
ical labor toward the very first methods of production, which was partic-
ularly noticeable in the textile industry [12]. The improved overall quality 
of life played a significant role in the transition process, according to the 
researchers. Because of the electrification of the world, millions of peo-
ple were able to industrialize and develop, sparking the Second Industrial 
Revolution [13]. To illustrate this point, consider the following quote from 
Henry Ford, which refers to the Ford T-Model automobile: “You can have 
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any colour as long as it is black.” Although mass production is becoming 
increasingly popular, there is still room for product customization if mass 
production is not used. It is the third industrial revolution, which began 
with the introduction of microelectronics and automation and has con-
tinued to the present day [14]. Module manufacturing is encouraged as a 
result of this, in which a variety of items is created on flexible production 
lines by employing programmable machines as well as various materials 
[15]. 

These manufacturing processes, on the other hand, are limited in their 
ability to accommodate varying output volumes, which is a disadvantage. 
The fourth industrial revolution has begun as a result of the advancement 
of information and communications technology (ICT). Intelligent auto-
mation of cyber-physical systems with decentralized control and advanced 
networking is the technological foundation for artificial intelligence-based 
systems. Intelligent automation of cyber-physical systems with decentral-
ized control and advanced networking is based on decentralized control 

Industry 1.0 Industry 2.0 Industry 3.0 Industry 4.0

IoT, Cyber
Security

1969
Automation,
Computer,
Electronics

1870
Mass
Production,
Electrical
energy

1784

Mechanization,
Steam power,
Weaving loom

Figure 1.2 The industrial revolutions.
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Figure 1.1 Challenges in artificial intelligence-based IIoT security model.
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and advanced networking (IoT functionalities) [25, 26]. A self-organizing 
cyber-physical production structure was created by reorienting this new 
industrial production technology using classical hierarchical automa-
tion systems. As a result of this new manufacturing technology, scalable 
mass-customized production as well as flexibility in terms of production 
volume are now possible. 

Research Gap

The existing security researchers have handled the different types of attacks 
on the IIoT network by adopting the deep learning and incremental learn-
ing models; however, the incremental learning-based security models have 
been confronted with several shortcomings particularly, in the IIoT net-
work, which are discussed as follows.

• Applying the available existing IIoT security solutions is crit-
ical due to the primary concern of the resource constraints 
in the IIoT network. 

• Owing to the need for cross-layer design and optimization 
algorithms for the security mechanisms, the available secu-
rity solutions are inappropriate for the IIoT model.

• The DDoS or intrusion detection models often confront the 
increased probability of false positives, leading to ineffective 
attack detection [16].

• Lack of modification in the machine learning model while 
adopting the security solution leads to an increased number 
of false positives and true negatives.

• Traditional deep learning models lack the development of a 
reliable, robust, and intelligent security mechanism over the 
massive scale deployment of the IIoT.

• Static machine learning and deep learning models lead to 
inaccurate decision-making due to the continuously arriv-
ing data streams from different IIoT data sources [17].

• Incrementally identifying the potential features and making 
the decisions from the extracted set of features over the con-
tinuously arriving data streams is critical.

• Traditional preprocessing methods lack to support the effec-
tive incremental learning results due to the variations in the 
inherent relationships of the arriving data [18].

• Incremental learning models lead to inaccurate 
 decision-making without handling the drift data in the 
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IIoT applications due to the enormous availability of the 
continuously changing data.

• Modeling the deep learning algorithm with the appropriate 
parameter values is quite critical for detecting known and 
unknown attacks in the dynamic IIoT environment. 

Challenges in IIoT Security 

In the real-world, the IIoT applications often demand both the speed and 
accuracy ensured data stream mining methods. The IIoT platform con-
fronts major security issues due to the ever-increasing complexity of the 
attacks, zero-day vulnerabilities, the nature of connected IIoT devices, and 
the lack of detection of new threats. The existing IIoT security models lack 
in providing suitable security solutions over the continuous arrival of the 
IIoT data. Owing to the resource-constrained IIoT environment, model-
ing the heavy-weight security solution is inappropriate. Even though tradi-
tional machine learning and deep learning techniques have been adopted 
to model the IIoT security solutions, effectively detecting over the contin-
uously arriving IIoT data and developing the lightweight security solution 
is challenging [19]. The continuous arrival of IIoT data leads to the inac-
curate detection or classification of the malicious activities due to the exis-
tence of the noisy data, which also leads to the increased computational 
time. Besides, detecting the new malware or attacks in the IIoT environ-
ment with a large number of training samples by the traditional learning 
model is ineffective [20]. To overcome this obstacle, the incremental learn-
ing models have been utilized by the IIoT security researchers. However, 
training the massive amount of arriving data streams and detecting both 
the known and unknown malware without selecting the potential fea-
tures is critical. Hence, there is an essential need to preprocess the massive 
data streams and protect the IIoT environment from both the known and 
unknown malware-based attacks [21].

1.3 Literature Review

Several progressive and online algorithms have been written, mostly 
adapting the existing batch techniques to the progressive environment. 
Massive theoretical work was done in the stationary environment to test 
their capacity for generalization and convergence speed, often followed by 
assumptions such as the linear details. While progress and online learning 
are well developed and well founded, some publications are only generally 
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aimed at the elder, especially in the context of big data or the Internet of 
Things technology. Most of these are surveys that classify available meth-
ods and certain fields of application. 

The principle of progressive learning with a certain motivation for incre-
mental learning is included in Giraud-Carrier and Christophe [15]. They 
promote progressive learning approaches to incremental projects and also 
illustrate problems such as e-effects ordering or a trustworthiness query. 
Gepperth and Hammer recently conducted a survey. Usually, the num-
ber of measurements and the number of incoming data instances can be 
approximated. It can also be presumed how critical the rapid response of 
the system is. It can also be guessed if a linear classifier is suitable for such 
tasks. 

Challenges in the Environment
An overview of commonly used algorithms with relevant implementation 
of the real world is also given see Table 1.1. 

Incremental learning is done more broadly in streaming environments, 
but much of the work is geared towards drifting ideas. 
Main Properties for Incremental Algorithms for Domingos and Hulten
To sustain the increasingly growing data rate, production, they emphasize 
the importance of combining models with theoretical performance guar-
antees, which are strictly limited in time and space processing. 

Batch-incremental methods were contrasted and evaluated with 
 examples-incremental methods. The inference is, for example, that incre-
mental algorithms are equally effective, but use less energy and that the 
lazy strategies function especially well with a slider. 

Fernandez et al. conducted a big test of 179 batch classes on 121 datasets. 
This comprehensive analysis also included several implementations trendy 
various toolboxes and languages. The best results were achieved with the 
Random Forest algorithm [24] and the Gaussian supporting kernel vector 
Machine (SVM) [25]. However, for incremental algorithms such work is 
still desperately missing. In this chapter, we take a qualitative approach 
and examine in depth the main approaches in stationary settings, instead 
of a broad comparison. We also track the complexity of the model, which 
takes time and space to draw the required resources, in addition to accu-
racy. Our analysis ends with some unknown considerations, such as con-
vergence speed and HPO. 

In machine learning, deep learning is a subfield that is concerned with 
learning a hierarchy of data inputs. Many areas such as image detection, 
speech recognition, signal processing, and natural language processing 
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have now been enriched by deep learning algorithms, which have been 
learned by researchers in order to solve problems. 

Deep learning methods are a category of learning methods that can 
hierarchically learn characteristics from the lower to higher level by 
constructing a deep architecture. The deep learning methods are able to 
learn features on several levels automatically, which enable the algorithm 
to learn complex mapping functions directly from data without human 
characteristics. 

The key characteristic of profound methods of learning is that their 
models are all profoundly architectured. A deep architecture means that 
the network has many secret layers. A shallow architecture, in comparison, 
has only few hidden layers (one to two layers). 

Deep neural networks are effectively implemented in different fields: 
regression, classification, size reduction, movement modeling, texture 
modeling, information retrieval, processing of natural languages, robotics, 
error diagnosis and road cracks. 

In the ML model, a set of 21 feed profound neural networks was created, 
which included a variety of DNN values, such as the number of hidden lay-
ers, the number of processing units per layer, the triggering of functions, 
and methods of optimization and regulation. The permutation method 
[22] has been used to determine the relative value in the ensemble’s accu-
racy of the various biochemical markers. Standardization batch [23] was 
used to minimize overfit effects and improve the stability of the model’s 
convergence.The best results were obtained by using a DNN with five hid-
den layers and the regularised mean squared error (MES) function for loss 
estimation in the loss estimation, the activation PReLU function (PReLU) 
[24] for each layer and the loss optimization AdaGrad [25] for each layer. 
The highest DNN score with 82% accuracy was β = 10, i.e. when the pre-
dicted age was ±10 years of true age, it found the sample to be correctly 
accepted, exceeding many groups of the competing ML models. Several 
models were evaluated for the combination of each DNN into an ensemble 
(stacking), and the elastic net model was most successful [26]. Albumin, 
glucose, alkaline phosphatase, urea and erythrocyte have been the most 
effective blood markers. 

 This model should be incremental learning as well deep learning in 
industrial IoT. 
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1.4 The Proposed Methodology

In recent years, the Industrial Internet of Things (IIoT) has become a pop-
ular technology among Internet users for transportation, business, educa-
tion, and communication development. With the rapid adoption of IIoT 
technology, individuals and organizations easily communicate with each 
other without great effort from the remote location. However, the IIoT 
technology often confronts the unauthorized access of sensitive data, per-
sonal safety risks, and different types of attacks. Hence, it is essential to 
model the IIoT technology with proper security measures to cope with the 
rapid increase of IIoT-enabled devices in the real-time market. In particu-
lar, predicting security threats is significant in the Industrial IIoT applica-
tions due to the huge impact on production, financial loss, or injuries. Also, 
the heterogeneity of the IIoT environment necessitates the inherent anal-
ysis to detect or prevent the attacks over the voluminous IIoT-generated 
data. Even though the IIoT network employs machine learning and deep 
learning-based security mechanisms, the resource constraints create a set-
back in the security provisioning especially, in maintaining the trade-off 
between the IIoT device’s capability and the security level. Hence, in-depth 
analysis of the IIoT data along with the time efficiency is crucial to predict 
the cyber-threats proactively. Despite, relearning the new environment 
from scratch leads to the time-consuming process in the large-scale IIoT 
environment when there are minor changes in the learning environment 
while applying the static machine learning or deep learning models. To 
cope with this constraint, incrementally updating the learning environ-
ment is essential after learning the partially changed environment with the 
knowledge of previously learned data. Hence, to provide security to the 
resource-constrained IIoT environment, selecting the potential input data 
for the incremental learning model and fine-tuning the parameters of the 
deep learning model for the input data is vital, which assists towards the 
proactive prediction of the security threats by the time-efficient learning of 
the dynamically arriving input data.

Figure 1.3 illustrates the processes involved in the proposed IIoT secu-
rity methodology. The proposed approach incorporates the contextual pre-
processing and the proactive prediction processes with the help of the deep 
incremental learning model and the optimization method. Initially, to effec-
tively clean the continuously arriving data streams, the proposed approach 
explores the noisy and misclassified instances in the arrival of data and then 
incrementally selects the features within a particular timeframe based on 
the impact on the classification performance. In subsequence, it optimizes 
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the feature selection process through the heuristic search strategy that tar-
gets improving the time efficiency in the attack detection process. Moreover, 
it assists in augmenting training data generation with the optimal features 
alone, which leverages the improved classification performance. The pro-
posed approach applies the deep incremental learning model with the 
fine-tuning of the learning parameters for the input data in the IIoT envi-
ronment. The adaptive updating of the learning parameters associated deep 
incremental learning model ensures the classification or prediction of the 
malicious instances in the IIoT platform based on the learning knowledge 
from the augmented training set. Thus, the proposed approach effectively 
protects the IIoT environment with improved time efficiency with the help 
of the deep incremental learning model along with the heuristic model.

1.5 Experimental Requirements

It is necessary to have an i7 processor with 32 GB or extended memory 
and a 500 GB hard drive in order to run the experimental framework on 

Generated Augmented Training Set

IIoT Devices

Noisy and Misclassif ied
Instance Removal

Deep Incremental Learning Based Prediction

Feature Selection Using
Incremental Learning

Feature Selection
optimization through

Heuristic Search

Timeframe-Based
incremental feature

extraction

Optimal Parameter
Selection for learning

model

Adaptively assigning
for learning
parameters

Incrementally learning
the augmented training

set

Threats Classif ication
and Prediction

Malicious & Benign Instances

Figure 1.3 Deep incremental learning-based IIoT security model.   
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Ubuntu 18.04 LTE. The experimental model makes use of the IIoT data-
set, which combines the normal data with the data collected during the 
attack release. Furthermore, in order to run the deep incremental learning 
algorithm, the experimental framework makes use of the python libraries, 
which are running on the Python 3.6.8 platform. 

Evaluation Metrics

Detection Rate: It is the ratio of the number of correctly detected attacks 
to the total number of attacks in the IIoT environment. It is also termed as 
the recall. 

Accuracy: It measures the overall detection accuracy of the IIoT secu-
rity model, which considers the accurate detection performance on both 
the attacks and normal activities.

Both true positive and true negative refer to the number of malicious 
activities that were correctly classified or predicted as attacks, as well 
as the number of normal activities that were correctly classified or pre-
dicted as normal. A false positive represents a malicious activity that was 
incorrectly classified or predicted as normal, while a false negative rep-
resents a legitimate activity that was incorrectly classified or predicted as 
an attack.  

1.6 Conclusion

This work presented the incremental learning-based security model for the 
IIoT environment. The proposed IIoT security mechanism has focused on 
the classification and prediction of the cyber threats through contextual 
preprocessing and the deep incremental learning-based prediction. With 
the target of proactively predicting the malicious instances or activities in 
the IIoT, this work has outlined the processes of the generation of the aug-
mented training set for the deep increment learning model. The contextual 
preprocessing involves removing the noisy and misclassified instances, 
incremental feature selection, and heuristic search-based feature selection 
optimization. The deep incremental learning-based prediction involves 
the optimal and adaptive learning parameters selection, learning the aug-
mented training data with the fine-tuned values, and incremental classifi-
cation and prediction. Thus, the proposed security mechanism proactively 
protects the IIoT environment from malicious activities through the light-
weight and time-efficient intelligence model.
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